Continuous Random Variables
Normal Distribution




The Binomial Distribution

The requirements for using the binomial distribution are as follows:
» The outcome Is determined completely by chance.
» There are only two possible outcomes.

» All trials have the same probability for a particular outcome in a single trial.
That is, the probability in a subsequent trial is independent of the outcome of a
previous trial. Let this constant probability for a single trial be p.

» The number of trials, n, must be fixed, regardless of the outcome of each trial.

IF the random variable X has
Binomial distribution, then we write

P(X)=b(X;n,p): n — Number of trials;
n X — Number of successes;
PX=x)= (x) p*q™ p — Probability of a success in one trial

— probability of fallures g=1-P.
x=012..,n o : q




Consider the following scenarios:

>

>
>
>
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The number of heads/tails in a sequence of coin flips.
\ote counts for two different candidates in an election.

The number of male/female employees in a company.

The number of accounts that are in compliance or not in compliance with an accounting
procedure.

The number of successful sales calls.

The number of defective products in a production run.

The number of days in a month your company’s computer network experiences a

problem.

1) Mean u=EX) =np
2) Variance 6% = npq

3) Standard Deviation o = \/npq




2.2.5) The Poisson distribution

This is a discrete distribution that Is used in two situations. It is used, when
certain conditions are met, as a probability distribution in its own right, and it is
also used as a convenient approximation to the binomial distribution in some

circumstances. The distribution is named for S.D. Poisson, a French

mathematician of the nineteenth century.

Consider the following scenarios:

» The hourly number of customers arriving at a bank

» The daily number of accidents on a particular stretch of highway

» The hourly number of accesses to a particular web server

» The daily number of emergency calls in Dallas

» The number of typos in a book

» The monthly number of employees who had an absence in a large
company

» Monthly demands for a particular product




Examples of occurrences to which the Poisson distribution often applies include
counts from a Geiger counter, collisions of cars at a specific intersection under specific
conditions, flaws in a casting, and telephone calls to a particular telephone or office
under particular conditions. For the Poisson distribution to apply to these outcomes, they
must occur randomly.

where A is the average number of occurrences per base unit, and t is the number of
base units inspected




Continuous Random Variables

A continuous random variable X can take any value in
an interval of the real number line like an interval [a,b].

Continuous Probability Distribution Function

A continuous random variable has a probability of 0 of assuming exactly any of
Its values. Consequently, its probability distribution cannot be given in tabular

form.

The function f(x) is a probability density function (pdf) for the continuous
random variable X, defined over the set of real numbers, if

1) f(x) 20, forall x €R.

2) j_oof(x) 1
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Example 2.21: Which of the following are not probability density functions?

Ip-mmmmnnn- 1
(1) ' (ii)
. : >, >
Solution: 1 2
) Wecanwritef(x)={x’ b f(x) =0, forallx R
0, elsewhere DR

(0'0) 1 1
but j f(x)dx=] xdx=§¢1.
—00 0

Thus this function is not a valid pdf because the integral’s value is not 1.

0<x<?2

1
i) We have f(x) = {1 =
0 elsewhere

f(x)=0,forallx €R

00 2 1
f f(x)dx = [ (1—§x)dx =1
(Alternatively, the area of the triangle is 12x 1x 2= i) This implies that f (x) is a valid pdt‘i =
N




ii) £ (x) ={

i)

x2—4x+?, 0<x<3

0, elsewhere

10

f_oooof(x) dx = f03(x2 — 4x +?) = [x2/3 — 2x2 + 10/3 x]8= 1

but, f(x) <0, for some x € ]0,3[ hance f(x) is not pdf.




The Cumulative Distribution Functions

The cumulative distribution function F(x) of a continuous random variable X
with density function f(x) Is

F(x)=P(XSx)=jxf(t)dt, for — oo < x < oo,

Example 2.23:The cumulative distribution function of random variable X is

0 x < —1
x+1
F(x) = - —1<x<1
1 Yol

Find the pdf f(x) of X.
Solution: From the CDF, we can find the PDF by direct differentiation.

f(x)=dF(x)= % —1<x<1,

0 elsewhere .




Mean and Variance of a Continuous Random Variable

Suppose X is a continuous random variable with probability density
function f(x).

The mean or expected value of X, denoted as u or E(X), IS

u=EX) =f x f(x)dx

The variance of X, denoted as Var(X) or 62 is
g’ = Var(X)

=f (x — n)? f(x)dx=f x? f(x)dx — u?

The standard deviationof X is o = Vo?2.




Example 2.25: For the R.VV X with pdf

1
f(x)ziix Ui 2
0 otherwise

Find E(X) and Var(X)

E(X) = LZX<%X> dx = Ex?’ ](2) =§
[ i) -l -
0

Var(X) = E(X2) — (E(X))" =2 — ? = g.




Normal Distribution

The Normal (or Gaussian) distribution is a function gives the probability that an
event will fall between any two real number limits as the curve approaches zero on
either side of the mean. Area underneath the normal curve is always equal to 1. The
curve itself is approximately bell shaped, and is therefore informally called the Bell
Curve.

The probability density function of a normal distribution with mean ¢ and variance
o2 is given by the formula

F@) = e 2
Forye= e 20
oV 2T

This curve is always bell-shaped with the center of the bell located at the value of .
The height of the bell is controlled by the value of o

1 _(z=p)®
le/\y= e (_20%)—
g

N




The Standard Normal Distribution

At this stage we shall, for simplicity, consider what is known as a
standard normal distribution which Is obtained by choosing
particularly simple values for pand o2.

The standard normal distribution has a mean of zero and a
variance of one.

In the following Figure we show the graph of the standard

normal distribution which has probability density function
.

fa)=F=ez
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The standard normal distribution curve S




f the behaviour of a continuous random variable X is described by the
distribution N(u, o2) then the behaviour of the random variable Z = 2=l

()
described by the standard normal distribution N (O, 1).
We call Z the standardised normal variable and we write

Z ~ N(0,1)

Example 2.28: If the random variable X is described by the distribution N (45, 0.000625)

then, what is the transformation required to obtain the standardised normal variable

Solution:
i =45 and ¢ = 0.000625 so that o = 0.025. Hence Z = g;—jg Is the required
transformation.




s
3

0 0 0.0040 0.0080 0.0120 0.0160 0.0153 0.02% 0.02Z73 0.0319 0.035%
0.1 0.0338 0.0£38 0.0478 0.0517 0.0557 00596 0.0635 0.0675 0.0714 0.0753
02 0.0733 0.0832 0.0871 0.0510 0.0348 00587 0.102% 01064 0.1103 0114
0.3 URRFE] a7 01255 0.1233 ['RE<]| 0.1358 0.1408 0.1443 0.1480 017
0.4 0.1554 0.1591 0.1628 0.15564 0.1700 01736 01772 0.1808 0.1844 01873
0.5 0.1315 0.1350 0.1385 0.2013 02054 0.20E8 02123 02157 0.2130 02224
0e 02257 0.220 0.2324 02357 02353 02422 02454 0.2485 0.2517 02543
07 0.2580 0.2511 0.2c42 02573 0.2704 02734 02754 02734 0.2823 0.2852
(X} 02881 0.2310 0.2539 0.25¢7 0.2585 0.3023 0.3051 0.3078 0.3106 0.3133
03 0.3159 0.3186 03212 0.3238 0324 03283 03315 0.3304 0.3365 0.3389
10 0.3413 0.2438 0.3481 0.3485 0.3508 0351 03554 03T 0.3599 0.3621
1.1 0.3643 0.3685 0.3586 0.3708 03723 0.3743 03770 03730 0.3810 0.3830
12 0.3849 0.2853 0.3588 0.3907 0.3%25 03544 0392 0.3580 0.3507 0.4015
13 0.4032 0.4043 0.4066 0.4082 04053 0.4115 04131 04147 0.4162 04177
14 04132 0.4207 0.4222 04235 0.4251 0.4255 0.4273 0.4232 0.430¢ 0.4315
15 0.4332 0.4345 0.4357 0.4370 04382 0.4354 0.4402 04418 0.4425 04411
1€ 0.4452 0.4253 0.4474 0.4454 0.4455 0.4505 0.4515 0.43525 0.4535 0.4545
17 0.4554 0.4554 0.4573 0.4582 0.4551 0,459 0.4608 0.4616 0.4825 0.4533
1.8 0.4841 0.4543 0.4556 0.4564 0.45T1 0.4578 0.4686 0.4633 0.4539 0.4705
13 0.4713 0.4713 0.472¢ 0.4732 04738 0.4744 04750 0.4756 0.4761 0.47e7
20 0.4772 0.4778 04783 0.4788 0473 0.4738 0.480G 04808 04812 0.4817
21 0.4821 0.4826 0.483 0.4534 04538 0.4342 0.4848 04850 0.2854 0.4857
22 0.4861 0.4554 0.4568 04571 0.4575 0.4578 0.2881 02884 0.2887 0.4830
23 0.4533 0.489¢ 0.4598 0.4301 04504 0.4%08 0.4309 0.4311 0.4313 0.4916
24 0.4318 0.4320 0.4522 0.4325 0.4327 0.4523 0.4331 0.4332 0.4334 0.4335
25 0.4338 0.4340 04341 0.4343 0.4345 0.4345 0.£4343 0.4349 0.4351 0.4352
26 0.43%3 0.4355 0.4356 0.4357 0.4559 04550 0.4381 0.4362 0.4363 0.4564
27 0.4365 0.4358 0.4567 0.458 0.4553 0.4570 0437 0.4572 0.4373 0.4974
28 0.4374 0.4375 0.4376 0.4377 04377 0.4578 0.4373 04373 0.£3680 0.4381
295 0.4381 0.4582 0.4582 0.4583 04582 04584 043585 0.£385 0.£38s 0.4385
3.0 0.4387 0.4387 0.4587 0.4568 04588 0.4553 04389 0.4383 0.4330 0.4330
31 0.4330 0.4 0.4591 0.4 0432 0.4552 04932 04332 0.4733 0.4333
S 0.4333 0.4533 0.4554 0.45%4 04354 04734 043 0.4335 0.4335 0.4335
33 0.4335 0.4335 0.4535 0.459%6 [FC= 0.4508 0455 04338 0.4336 0.4557
34 0.4337 0.4597 0.4597 0.4597 0.4557 0.4567 0.4957 0.4397 0.4337 0.4558
35 0.4358 0.4308 0.4558 0.4538 0.4558 0.45G8 0.4358 0.4398 0.4358 0.4358
EX4 0.4338 0.4338 0.4533 0.4579 04553 0.4%9 0430 04353 0.4339 0.4333
3T 0.4353 0.4333 0.4533 0.4531 045 0.4353 0432 0.4333 0.4333 0.4333
38 0.4359 0.4399 0.4533 04519 04559 0.4%9 043 04599 0.4399 0.4939




Case !

Direct from table

Case 2

The figure illustrates what we do if both Z values are positive. By using the
properties of the standard normal distribution we can organise matters so that
any required area is always of ‘standard form’.

0 =1

[0 =1 =2

Here the shaded region can be represented by the difference between two
shaded areas.

case 3
The following diagram illustrates the procedure to be followed when finding
probabilities of the form P(Z > z,).

/h\ - /K - /h\
rd
o ' o ‘

|{} )

Thi i i ight-
total area and an area which can be read off from Table.




Case 4

Here we consider the procedure to be followed when calculating
probabilities of the form P(Z < z,).

Here the shaded area is the sum of the left-hand half of the total area and a
‘standard’ area.

areg 0.5
» Jﬂ . -

[0 = 0 =1

Case 5

Here we consider what needs to be done when calculating probabilities of the
form P(—z; < Z < 0) where z; is positive. This time we make use of the
symmetry in the standard normal distribution curve

A A

—=1 10 D =1

)




Case 6
Finally we consider probabilities of the form P(—z, < Z < z;). Here we use

the sum property and the symmetry property.

=1 |0 %2 J‘k 0 lz
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Example 2.38: The resistance of a strain gauge Is 9 o | oo

o1 00358 0.0£58

normally distributed with a mean ofohms anda [ Z [ == [ "=
standard deviation of 6 X i5d | 0=

ohms. To meet the e B R R
specification, the resistance must be within the [ o= | o=n

0.8 0_zB81 0.Z510

range 100 = 0.5 ohms.What percentage of gauges |—— ot oo

1.1 U543 0.5665

are unacceptable? e R
X, =99.5,%,=1005 Z =—£=2""2 L
so thatz, =—2.5and z,= 2.5 e~
P(—25 < Z < 25)=2P(0<Z<2.5) 2| wew | o

25 @ 0.4340

= 2 X 0.4938 = 0.9876.
Hence the proportion of acceptable gauges is 98.76%.
Therefore the proportion of unacceptable gauges is 1.24%.




Example 2.39: A sample of 250 students takes the final exam test at 2" year in
Benha faculty of engineering, the test score normally distributed with a mean of

70 and a standard deviation of 8.
a) How many students take score from 62 to 787

b) How many students exceed 807?

z 0 0.01
Solution: @) P(62 < X < 78) = P((——<—£ < =0y RN 0 | oo
=P(-1<2Z<1) | |
0.2 0.0733 0.0832
0.3 01173 o217
04 0.15 0151
05 01315 | 01350
N - 0e | 02w | oz
0.7 0.2580 0.2611
=2P(0<Z<1) el
0.3 03158 0.318¢6
10 [0 038
= 2 *0.3413 = 0.6826 T | 0% | 0%es |
Th = : =170 student

—~



R

X—u 80-—70
b) P(X >80) = P( - = 5

= JNZ > 1.25)
=L — Pl < & < 1.25)
= 0.5 — 0.3944 = 0.1056
The number of students=250%0.1056=26
student

z 0.01 0.04

] 0 0.0040 | 00080 | 00120 | 00160 0023 | 00279 | 00315 | 00359

o1 003% | 00438 | 00478 | 00577 | 0057 D063 | 00675 | 00714 | 00753

02 00733 | 00832 | 0.0871 00510 | 00548 01028 | 01068 | 01103 | 01141

0.3 00178 | 01217 | 01255 | 0.12% 0.1331 00406 | 01483 | 0.1480 | 0.1517

04 01554 | 0.191 0.1628 | 0.1668 | 0.1700 0.1772 | 01008 | 0.1844 | 0.1879

[ 01315 | 01350 | 01385 | 02019 | 02054 02123 | 02157 | 0210 | 02224

08 | ozw | oz 02328 | 02357 02389 02458 | 02488 | 02517 | 02549

07 02580 | 0.2811 02642 | 02673 | o024 02764 | 02734 | 02823 | 02852

08 02681 | 02910 | 02933 | 0297 | 0295 0.3051 03078 | 03106 | 03159

03 03155 | 03186 | 03212 | 03238 | 03284 03315 | 03304 | 03%5 | 03389

10 0.3413 0.3438 0.3461 0.3485 0.3508 0.355¢ 03577 0.3559 0.3621
11 3648 K= (K- 03770 03810 | —m;
_— 0352 | 03%0 | 0.3%7 | @éals -




THANK YOU




