
  

Continuous Random Variables 

Normal Distribution 



The Binomial Distribution 

The requirements for using the binomial distribution are as follows: 

 The outcome is determined completely by chance. 

 There are only two possible outcomes. 

 All trials have the same probability for a particular outcome in a single trial. 

That is, the probability in a subsequent trial is independent of the outcome of a 

previous trial. Let this constant probability for a single trial be p. 

 The number of trials, n, must be fixed, regardless of the outcome of each trial. 

IF the random variable X has 

Binomial distribution, then we write 

P(X)= b(X;n,p): 

𝑷 𝑿 = 𝒙 =
𝒏
𝒙

 𝒑𝒙𝒒(𝒏−𝒙)      

  𝒙 = 𝟎, 𝟏, 𝟐, … , 𝒏 

n – Number of trials; 

x – Number of successes; 

p – Probability of a success in one trial 

q – probability of failures  q = 1 - P. 



Consider the following scenarios: 

 The number of heads/tails in a sequence of coin flips. 

 Vote counts for two different candidates in an election. 

 The number of male/female employees in a company. 

 The number of accounts that are in compliance or not in compliance with an accounting 

procedure. 

 The number of successful sales calls. 

 The number of defective products in a production run. 

 The number of days in a month your company’s computer network experiences a 

problem. 

1) Mean  𝜇 = 𝐸 𝑋 = 𝑛𝑝 

2) Variance 𝜎2 = 𝑛𝑝𝑞 

3) Standard Deviation  𝜎 = 𝑛𝑝𝑞 



2.2.5) The Poisson distribution 

Consider the following scenarios: 

 The hourly number of customers arriving at a bank 

 The daily number of accidents on a particular stretch of highway 

 The hourly number of accesses to a particular web server 

 The daily number of emergency calls in Dallas 

 The number of typos in a book 

 The monthly number of employees who had an absence in a large 

company 

 Monthly demands for a particular product 

This is a discrete distribution that is used in two situations. It is used, when 

certain conditions are met, as a probability distribution in its own right, and it is 

also used as a convenient approximation to the binomial distribution in some 

circumstances. The distribution is named for S.D. Poisson, a French 

mathematician of the nineteenth century. 



𝑃 𝑋 =
𝜆𝑥𝑒−𝜆

𝑥!
    𝑥 = 0, 1, 2,… 

Examples of occurrences to which the Poisson distribution often applies include 

counts from a Geiger counter, collisions of cars at a specific intersection under specific 

conditions, flaws in a casting, and telephone calls to a particular telephone or office 

under particular conditions. For the Poisson distribution to apply to these outcomes, they 

must occur randomly. 

where λ is the average number of occurrences per base unit, and t is the number of 

base units inspected 

1) Mean  𝜇 = 𝐸 𝑋 = 𝜆 

2) Variance 𝜎2 = 𝜆 

3) Standard Deviation  𝜎 = 𝜆 



Continuous Random Variables 

A continuous random variable X can take any value in 

an interval of the real number line like   an interval [a,b]. 

Continuous Probability Distribution Function  

A continuous random variable has a probability of 0 of assuming exactly any of 

its values. Consequently, its probability distribution cannot be given in tabular 

form. 

The function f(x) is a probability density function (pdf) for the continuous 

random variable X, defined over the set of real numbers, if  

1) 𝑓 𝑥 ≥ 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ ℝ. 

2)  𝑓 𝑥
∞

−∞

𝑑𝑥 = 1. 

3) 𝑃 𝑎 < 𝑋 < 𝑏 =  𝑓 𝑥
𝑏

𝑎

𝑑𝑥 = 𝐹 𝑏 − 𝐹(𝑎). 



Example 2.21: Which of the following are not probability density functions?   

Solution: 

i) We can write 𝑓 𝑥 =  
𝑥 ,        0 ≤ 𝑥 ≤ 1
0,         elsewhere  

            𝑓 𝑥 ≥ 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ ℝ   

𝑏𝑢𝑡      𝑓 𝑥
∞

−∞

𝑑𝑥 =  𝑥
1

0

𝑑𝑥 =
1

2
≠ 1. 

Thus this function is not a valid pdf because the integral’s value is not 1. 

ii) We have  𝑓(𝑥)  =  
1 −

1

2
𝑥          0 ≤ 𝑥 ≤ 2

0          elsewhere  
 

  

 𝑓 𝑥 ≥ 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ ℝ   

 𝑓 𝑥
∞

−∞

𝑑𝑥 =  1 −
1

2
𝑥

2

0

𝑑𝑥 = 1. 

 (Alternatively, the area of the triangle is 1/2× 1 × 2 = 1) This implies that 𝑓(𝑥) is a valid pdf  



iii)       𝑓 𝑥
∞

−∞
𝑑𝑥 =  (𝑥23

0
− 4𝑥 +

10

3
 ) 𝑑𝑥  = [𝑥2/3 − 2𝑥2 + 10/3 𝑥]0

3= 1    

             but,  𝑓 𝑥 < 0, 𝑓𝑜𝑟  𝑠𝑜𝑚𝑒 𝑥 ∈  ]0,3[  hance 𝑓(𝑥) is not pdf. 

iii) 𝑓(𝑥)  =  
𝑥2 − 4𝑥 +

10

3
,         0 ≤ 𝑥 ≤ 3

0 ,                elsewhere  
 



The Cumulative Distribution Functions 

The cumulative distribution function F(x) of a continuous random variable X 

with density function f(x) is 

𝐹 𝑥 =  𝑃 𝑋 ≤  𝑥 =  𝑓 𝑡 𝑑𝑡
𝑥

−∞

, 𝑓𝑜𝑟 − ∞ < 𝑥 < ∞. 

Example 2.23:The cumulative distribution function of random variable X is 

𝐹 𝑥 =  

0                           𝑥 < −1
𝑥 + 1

2
      − 1 ≤ 𝑥 < 1

1                          𝑥 ≥ 1

 

Find the pdf f(x) of X. 

Solution:    From the CDF, we can find the PDF by direct differentiation. 

  

𝑓 𝑥 =
𝑑𝐹 𝑥

𝑑𝑥
=  

1

2
    − 1 ≤ 𝑥 < 1,

0     𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒  .

 



Mean and Variance of a Continuous Random Variable 

Suppose 𝑋 is a continuous random variable with probability density 

function  𝑓(𝑥). 

The mean or expected value of 𝑋, denoted as 𝜇 or 𝐸(𝑋), is 

𝜇 = 𝐸 𝑋 =  𝑥 𝑓 𝑥 𝑑𝑥
∞

−∞

 

The variance of 𝑋, denoted as 𝑉𝑎𝑟(𝑋) or 𝜎2 is 

𝜎2 = 𝑉𝑎𝑟 𝑋

=  𝑥 − 𝜇 2 𝑓 𝑥 𝑑𝑥 =  𝑥2 𝑓 𝑥 𝑑𝑥 − 𝜇2
∞

−∞

∞

−∞

 

  

The standard deviation of 𝑋 is     𝜎 = 𝜎2. 



Example 2.25: For the R.V X with pdf 

𝑓 𝑥 =  
1

2
 𝑥       0 < 𝑥 < 2

0         otherwise  

 

Find E(X) and Var(X) 

𝐸 𝑋 =  𝑥
1

2
𝑥  𝑑𝑥 =

2

0

1

6
𝑥3 

0

2

=
4

3
 

𝐸 𝑋2 =  𝑥2
1

2
𝑥  𝑑𝑥 =

2

0

1

8
𝑥4 

0

2

= 2 

𝑉𝑎𝑟 𝑋 = 𝐸 𝑋2 − 𝐸 𝑋
2
= 2 −

16

9
=

2

9
. 



Normal Distribution 
The Normal (or Gaussian) distribution is a function gives the probability that an 

event will fall between any two real number limits as the curve approaches zero on 

either side of the mean. Area underneath the normal curve is always equal to 1. The 

curve itself is approximately bell shaped, and is therefore informally called the Bell 

Curve. 

The probability density function of a normal distribution with mean 𝜇 and variance 

𝜎2 is given by the formula 

𝑓(𝑥)  =
1

𝜎 2𝜋
𝑒
− 𝑥−𝜇 2

2𝜎2  

This curve is always bell-shaped with the center of the bell located at the value of 𝜇.  

The height of the bell is controlled by the value of 𝜎  



The Standard Normal Distribution 
At this stage we shall, for simplicity, consider what is known as a 

standard normal distribution which is obtained by choosing 

particularly simple values for μ and  𝜎2. 

The standard normal distribution has a mean of zero and a 

variance of one. 

In the following Figure we show the graph of the standard 

normal distribution which has probability density function 

𝑓(𝑥) =
1

2𝜋
𝑒
−𝑥2

2   



f the behaviour of a continuous random variable X is described by the 

distribution 𝑁(𝜇, 𝜎2) then the behaviour of the random variable 𝑍 =
𝑿 – 𝝁

𝝈
  is 

described by the standard normal distribution  𝑁(0, 1). 

We call Z the standardised normal variable and we write 

𝑍 ∼ 𝑁(0, 1) 

Example 2.28: If the random variable 𝑋 is described by the distribution 𝑁(45, 0.000625) 

then, what is the transformation required to obtain the standardised normal variable  

Solution: 

𝜇 = 45 𝑎𝑛𝑑 𝜎2 = 0.000625 so that 𝜎 = 0.025. Hence 𝑍 =
𝑋−45

0.025
 is the required 

transformation. 





Case 1  

Direct from table  

Case 2 

The figure illustrates what we do if both Z values are positive. By using the 

properties of the standard normal distribution we can organise matters so that 

any required area is always of ‘standard form’. 

 
Here the shaded region can be represented by the difference between two 

shaded areas. 

Example 2.31 
Case 3 

The following diagram illustrates the procedure to be followed when finding 

probabilities of the form P(Z > z1). 

 
This time the shaded area is the difference between the right-hand half of the 

total area and an area which can be read off from Table. 



Case 4 

Here we consider the procedure to be followed when calculating 

probabilities of the form P(Z < z1). 

Here the shaded area is the sum of the left-hand half of the total area and a 

‘standard’ area. 

 
 

Case 5 

Here we consider what needs to be done when calculating probabilities of the 

form P(−z1 < Z < 0) where z1 is positive. This time we make use of the 

symmetry in the standard normal distribution curve 

 



Case 6 

Finally we consider probabilities of the form P(−z2 < Z < z1). Here we use 

the sum property and the symmetry property. 

 



Example 2.38: The resistance of a strain gauge is 

normally distributed with a mean of 100 ohms and a 

standard deviation of 0.2 ohms. To meet the 

specification, the resistance must be within the 

range 100 ± 0.5 ohms.What percentage of gauges 

are unacceptable? 

Solution: 

x1 = 99.5, x2 = 100.5    𝑍 =
𝑋 − 𝜇

𝜎
=

𝑋 − 100

0.2
  

so that z1 = −2.5 and z2 = 2.5 

𝑃(−2.5 <  𝑍 <  2.5)=2 P(0 < Z < 2.5) 

=  2 ×  0.4938 =  0.9876. 

Hence the proportion of acceptable gauges is 98.76%. 

Therefore the proportion of unacceptable gauges is 1.24%. 



Example 2.39: A sample of 250 students takes the final exam test at 2nd year in 

Benha faculty of engineering, the test score normally distributed with a mean of 

70 and a standard deviation of 8.  

a) How many students take score from 62 to 78? 

b) How many students exceed 80? 

Solution: 𝑎) 𝑃 62 < 𝑋 < 78 = 𝑃(
62−70

8
<

𝑋−𝜇

𝜎
<

78−70

8
) 

= 𝑃 −1 < 𝑍 < 1  

= 2 ∗ 0.3413 = 0.6826 

The number of students=250*0.6826=170 student 

= 2𝑃 0 < 𝑍 < 1  





THANK YOU 


